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different sex in the same species. In general, dimorphism 
in males and females unveils in size, physique, body 
shapes, voices, hair, face, beard/moustache, breasts, etc. 
which could be easily seen and identified [4].

In forensic investigations, the sex identification can 
reduce the search and the consequently the burden of 
the investigating agency by half [5–7]. Human face plays 
a considerable role in sexual dimorphism. The suspects 
and offenders can be identified on the basis of certain 
facial traits [8]. Moreover, personal identification greatly 
depends upon facial characteristics in living individuals 
[9]. Human face may represent the ancestry, ethnicity, 
age and sex of an individual. Amongst all facial features, 

Introduction
Sexual dimorphism is a pervasive phenomenon among all 
species [1]. Determination of sex is population explicit, 
which is well proven for many populations [2]. According 
to the definition by Britannica [3], sexual dimorphism is 
the systematic difference in form between individuals of 
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Objective  Sex determination is an important parameter for personal identification in forensic and medico-legal 
examinations. The study aims at predicting sex accuracy from different parameters of ear and nose by using a novel 
approach of Machine Learning Library, ‘PyCaret’.

Results  The present research was carried out on 508 participants (264 males and 244 females) aged 18–35 years from 
north India. Various ear and nose measurements were recorded on each participant. PyCaret employs a train-eval-
testing validation approach, yielding a comprehensive output of the model in the form of a table that consolidates 
the average scores of all models over ten folds, including the respective time values. These models were compared 
based on performance metrics, and time taken. The logistic regression classifier emerged as the top-performing 
model, achieving the highest scores of 86.75% for sex prediction accuracy. Nasal breadth has been concluded 
as the most significant variable in accurate sex prediction. The findings indicate that the majority of the ear and 
nose characteristics significantly contribute to sexual dimorphism. This novel approach for sex classification can be 
efficiently used in a variety of forensic examinations and crime scene investigation especially where there is a need for 
estimation of sex for personal identification.
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ear and nose can be potentially used as a tool for iden-
tification and individualization of a person. There are 
instances when both ear and nose are visible through 
CCTV cameras wherein other part of the face is covered 
[10, 11]. Human nose is one of the most distinguishing 
facial features for individual identification. According 
to Guleria et al. [12]., genetic and environmental factors 
affect the shape, size and morphology of nose. Various 
morphological and metric traits of nose vary between 
males and females making nose a useful indicator for sex 
estimation in forensic anthropology. Sarilita et al. [13] 
observed statistically significant larger nasal dimensions 
in males than females. Similarly, human ear is also dis-
tinct for every individual making it a unique biometric 
trait and also an indicator for sex estimation. Sezgin and 
Ersoy [14] found sex-differences in the helix and earlobe 
forms. These two features of the face are still newer and 
have little recognition to the level of fingerprints and iris 
as proof of distinctiveness. The role of external ear as an 
identification marker has been dated back to the time of 
Bertillon who mentioned in his book that it is impossible 
for both ears to be identical in all their parts [15]. Accord-
ing to the research done by Iannarelli on the stages of 
ear development, proportions of ear do not change after 
fourth month of intra uterine life, however its size con-
tinue to increase [16].

On the other hand, nose is the most protuberant, vis-
ible and centrally placed part of the human face that is 
pyramidal in shape [17]. External nose can be potentially 
used as a tool for identification and individualization of a 
person [18]. The structural frame of the nose has a strong 
impact on complete facial aesthetics [19, 20]. Its place-
ment and outline provide congruence and poise to the 
face, making it an important organ for plastic surgeons to 
conduct cosmetic surgeries i.e. rhinoplasty [21].

Understanding the morphometry of the human ear and 
nose has several practical applications. It is relevant in 
fields such as plastic surgery, where knowledge of nasal 
proportions and variations assists in surgical planning 
and achieving desired aesthetic outcomes [22]. Addi-
tionally, nose anthropometry contributes to facial recon-
struction efforts in forensic science and aids in the design 
of facial masks and respirators for proper fit and func-
tionality [23, 24]. Therefore, the present investigation is 
attempting at devising models for sex determination and 
predicting sex accuracy from different parameters of ear 
and nose by using a novel approach of Machine Learning 
Library, ‘PyCaret’.

Materials and methods
Study participants and the area
The present study was conducted on 508 participants 
(264 males and 244 females) within the age group of 
18–35 years from a north Indian population. Participants 

with a previous history of craniofacial trauma, ear and 
nose diseases, cleft lip, congenital anomalies or who 
have undergone facial surgery were not included in the 
sample.

Standardization for anthropometric measurements of nose 
and ear
The measurements were taken with the help of sliding 
caliper on the ear (left and right) and nose of each partic-
ipant. The measurements were standardized according to 
the techniques described by Hall et al. [25] and Singh and 
Bhasin [26]. The anthropometric landmarks were marked 
with the help of skin marking pencil on the ear and nose. 
Then with the help of standardized instruments, the 
measurements were taken.

The snapshots of the subject’s ear (both right and left) 
and nose (frontal, basal and lateral) were taken with the 
help of Sony Cybershot DSCW80 7.2MP Digital Camera 
placed on a tripod stand and the face of the subject was 
held in Frankfurt Horizontal plane. In case of nose, for 
the lateral and frontal view, pictures were clicked from 
the distance of 35 cm between the subject and the cam-
era mounted on the camera stand. For the basal view, 
the camera was adjusted accordingly at an approximate 
distance of 12 cm. In case of ear, the distance was nearly 
30 cm.

The precision estimates of measurements were calcu-
lated by taking repeated measurements on thirty partici-
pants. Each measurement was taken twice by the same 
investigator on the same participant. The technical error 
of measurement (TEM), relative technical error of mea-
surement (rTEM), and the coefficient of reliability (R) 
were calculated to obtain intra-observer precision [27, 
28].

Anthropometric variables of ear and nose
Total number of measurements taken from ear were ten 
(from both left and right) and that from nose were five; 
totaling the count to twenty-five. The measurements of 
ear (A-J) and nose (K-O) along with the definition and 
references are shown in Supplementary Table S1. The 
pictorial representation of ear and nose measurements is 
depicted in Figs. 1 and 2, respectively.

Data modeling in Python
The data modelling procedure employed the low-code 
open-source machine learning library PyCaret, known 
for its adaptability across various Machine Learning (ML) 
algorithms to handle binary and multi-class classifica-
tion problems [30]. In this study, 15 classifiers in PyCaret 
python library were compared and underwent evalua-
tion, and their details are delineated in Supplementary 
Table S2, complete with references. PyCaret employs 
a train-eval-testing validation approach, yielding a 
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Fig. 2  Lateral (A) and Inferior (B) view of anthropometric measurements of Nose: a-b Nasal height; a-c Total length of nasal bridge; b-d Nasal depth; e-f 
Nasal breadth; g-h Anatomical width of nose

 

Fig. 1  Anthropometric measurements of human ear (left): a-b Physiognomic ear length; c-d Physiognomic ear breadth; e-f Tragus antihelix distance; 
e-g Conchal width; h-i Conchal length; j-k Tragus helix distance; j-l Ear length above tragus; j-n Ear length below tragus; n-o Lobular width; p-q Lobular 
length
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comprehensive output of the model in the form of a table 
that consolidates the average scores of all models over 
ten folds (by default), including the respective time val-
ues. The classification metrics in the output encompass 
accuracy, area under the curve (AUC), recall, precision, 
F1, Cohen’s kappa, the Matthews correlation coefficient 
(MCC), and the time taken (TT) by the classifier. Accu-
racy gauges the proportion of accurate predictions made 
by the trained model; AUC evaluates binary classifier 
performance. Recall measures correctly identified posi-
tive instances, while precision accesses accurately pre-
dicted positives. Additionally, F1-score is the harmonic 
mean of precision and recall and expresses efficacy of the 
model. In addition to evaluating individual classification 
algorithms, Cohen’s kappa evaluates effectiveness of the 
classification algorithms as a whole. MCC balances true 
positive and false positive rates, and TT signifies algo-
rithm fitting and prediction time. These metrics are pre-
sented as percentages. Additionally, PyCaret streamlines 
pre-processing tasks, including standardization, handling 
imbalanced data, hyperparameter tuning, and potential 
feature engineering. Since there were only twenty-five 
features which had been investigated, feature selection 
was excluded.

Results
The results of the three most commonly used precision 
estimates were calculated i.e., technical error of mea-
surement (TEM), the relative technical error of mea-
surement (rTEM) and coefficient of reliability (R) are 
presented in Supplementary Table S3. The TEM values 
were ranged between 0.09 and 0.17 (in cm). The rTEM 
values were within 1.79–10.25%. The reliability for the 
intra-observer error ranged between 0.38 and 0.97  cm. 
The concha length of right ear was the only measure-
ment was observed with poor reliability (R = 0.38), while 
ear length above tragus (R = 0.62), conchal length of left 
ear (R = 0.65), tragus to antihelix distance of right ear 
(R = 0.64), tragus to helix distance (R = 0.68), ear lobule 
width of right ear (R = 0.57) and conchal width of right 
ear (R = 0.69) were observed with moderate reliabil-
ity. Whereas rest of the measurements were close to 1, 
observed with good reliability which is considered within 
an acceptable range [27–29].

Data modeling
The dataset consists of 26 columns (ear & nose vari-
ables) and 508 rows (participants under study), where 
each row represents an individual sample. All columns 
contain complete data, amounting to 508 non-null val-
ues, and their data types are specified, predominantly 
as float64 (floating point numbers data type), except 
for the ‘‘SEX” column, categorized as an object. In this 
study, a dataset comprising 508 entries and 26 columns 

is employed, detailed in the Supplementary Table S4. 
The variables likely relate to ear and nose, commonly 
employed for predicting age, sex, plastic surgeries, facial 
reconstruction and associated medical conditions. Stan-
dard nose measurement variables encompass “NASAL 
HEIGHT”, “NASAL BREADTH”, “NASAL DEPTH”, 
“TOTAL LENGTH OF NASAL BRIDGE”, and “ANA-
TOMICAL WIDTH OF NOSE”. Conversely, variables 
like “PEL”, “PEB”, “ELAT”, “ELBT”, “TAD”, “THD”, “ELH”, 
“ELW”, “CL”, and “CW” represent left and right ear mea-
surements. The target variable “SEX” indicates whether 
samples belong to the ‘male’ or ‘female’ category.

The evaluation of data distribution entails calculating 
key summary statistics, including mean, median, mode, 
and standard deviation for each variable. It is essential 
to visually grasp the shape of the distribution, which can 
be accomplished through distribution (histograms and 
density) plots (Fig.  3). Understanding data distribution 
is crucial as it can impact the effectiveness of machine 
learning algorithms, subsequently influencing prediction 
accuracy. In this study, 26 parameters are utilized, with 
sex (male or female) as the target feature. The determina-
tion of sex incorporates the other 25 parameters as input 
variables in the calculation process. This comprehensive 
analysis of data distribution plays a pivotal role in opti-
mizing machine learning outcomes and improving pre-
diction precision.

Sex classification experiment
The included dataset exhibits an uneven distribution of 
samples across both categories, with 264 male and 244 
female samples. To ensure unbiased binary classifica-
tion through machine learning algorithms in PyCaret, 
class balancing becomes imperative. SMOTE (Synthetic 
Minority Over-sampling Technique) was employed to 
rectify this imbalance, artificially augmenting the sample 
count of female category. Additionally, data preprocess-
ing included normalizing the dataset through the z-score 
method. The complete dataset underwent random split-
ting, allocating 30% of instances for “test” to evaluate 
classification and generalization performance, and the 
remaining 70% for training, employing stratified K-fold 
cross-validation across ten repetitions. Subsequently, 
368 instances were used for training, with the remain-
ing 153 for model validation (test data). The compari-
son of various models based on performance metrics, 
including accuracy, recall, precision, F1-score, kappa, 
MCC, and time taken, is presented in Supplementary 
Table S5. The logistic regression (LR) classifier emerged 
as the top-performing model, achieving the highest 
scores of 86.75% for accuracy and recall (approximately 
0.3% higher than LDA), 94.15% for AUC (about 1% 
higher than LDA), 87.18% for precision (approximately 
1% higher than LDA), 86.7% for F1-score (around 0.3% 
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higher than LDA), 73.46% for Kappa (approximately 1% 
higher than LDA), and 73.89% for MCC (approximately 
0.7% higher than LDA), all achieved in a mere 0.0930 s. 
In contrast, the dummy classifier exhibited the poorest 
performance, with an accuracy and recall of 48.17%, an 
AUC of 0.5, precision of 23.22%, F1-score of 31.33%, and 
zero values for kappa and MCC metrics. The LR classi-
fier, identified as the best performer, underwent further 
hyper-tuning, resulting in enhanced accuracy, recall, pre-
cision, F1-score, Kappa, and MCC metrics, as detailed in 
Supplementary Table S6.

The performance measurement for the LR classifier at 
various thresholds was assessed using the ROC (Receiv-
ers Operating Characteristics) curve and AUC (Area 
Under the Curve) value to determine the discriminating 
capabilities of the model between classes. The ROC curve 
for LR classifier (Fig.  4a) plots the false positive rate on 
the x-axis and true positive rate on the y-axis, revealing 
an AUC value of 0.88 for the classes (0 for male and 1 for 
female), with identical micro- and macro-average values 
for the ROC curve. This outcome indicates the strong 
ability of the trained model to distinguish between male 

Fig. 3  Density plots for different features used in the dataset
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and female observations. The precision-recall curve in 
Fig.  4b demonstrates an average precision of 0.88, sig-
nifying the fair precision of the model. The confusion 
matrix (Fig. 4c), a tool for visualizing the dimensions for 
machine learning algorithm in binary or multi-class clas-
sification problems, compares true and predicted results 
for the test data using the best performed LR classifier. It 
was observed that a total of 118 observations (58 for class 
0, females and 62 for class 1, males) by LR classifier were 
accurately predicted, along with 35 misclassifications (17 
for class 0 and 18 for class 1), presenting overall accuracy 
of 87.40%. The classification report (presented in Fig. 4d), 
provides the value for precision, recall, and F1-score sep-
arately for both classes, along with the number of sam-
ples belonging to each class (73 females and 80 males). 
Class 0 (females) exhibit 0.757 precision, 0.767 recall, and 
0.762 F1-score; and class 1 (males) shows 0.785 precision, 
0.775 recall, and 0.780 F1-score on the test data for LR 
classifier.

The optimized LR classifier demonstrated an overall 
accuracy of 0.7712, an AUC value of 0.8777, and recall, 
precision, and F1-score of 0.7712, 0.7714, and 0.7713, 
respectively, along with a kappa and MCC metric score 
of 0.5418 (Supplementary Table S7) when internally 

validated with test data. The feature importance plot 
(FIP), revealing the relative contribution of each feature 
in classification (Fig. 5), highlights “NASAL BREADTH” 
as the most influential in accurate predictions, followed 
closely by “PEL (R)”, “CL (L)”, “TOTAL LENGTH OF 
NASAL BRIDGE”, “ELH (R)”, “CL (R)”, “THD (L)”, “CW 
(L)”, “PEB (R)”, and “TAD (L)”. Additionally, Fig.  6 pres-
ents a comprehensive feature importance plot for all 
dataset features.

External validation of the LR model using new data 
involved blind samples from both male and female indi-
viduals, predicting their respective classes based on dif-
ferent features. For external validation, ten percent of the 
samples used in model training, totaling fifty samples, 
were acquired. The outcomes of sample predictions, 
including the prediction score for each sample are pro-
vided in Supplementary Table S8. The model predicted 
eight samples incorrectly (4 males and 4 females) out of 
fifty for sex identification, resulting in an 84% accuracy 
rate in blind sample prediction.

Fig. 4  ROC curve (a), Precision-Recall Curve (b), Confusion Matrix (c), Classification Report (d) for classifying male and female individuals through LR 
Classifier
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Discussion
Continuous advancement of existing methodologies and 
development of newer techniques is the prime requisite 
in order to enhance the degree of accuracy in personal 
identification or else narrow down the affliction of time 
and budget. The use of PyCaret machine learning makes 
experiments exponentially steadfast, robust and efficient 
[30]. Till now, binary logistic regression (BLR) and lin-
ear discriminant analysis (LDA) are the most commonly 
used statistical methods for sex estimation accuracy in 
forensic anthropology [31–34]. During the last few years, 
there has been an inclination in forensic anthropology for 
implementing machine learning (ML) classification algo-
rithms [35] for identification of individuals using skeletal 
and morphological parameters.

In the present study, a comparison of fifteen machine 
learning classifiers was performed in the PyCaret library 
of Python framework, and it was found that logistic 
regression (LR) emerged as the predominant model for 
classification into male and female individuals, based on 
different anthropogenic measurements of ear and nose. 
The classification through LR achieved 86.75% accuracy 
for sex prediction, with “NASAL BREADTH” coming out 
to be the most influential features in accurate sex predic-
tions, as evident from feature importance plot. On vali-
dating the LR classifier internally with test data, a good 
accuracy score of 0.7712 was obtained, along with good 
score for other metrics as well. Further, this model was 

validated externally with fifty unknown samples, achiev-
ing an accuracy rate of 84%.

It is evident that the present study received better 
accuracy, when compared to the other studies on ear 
measurements [10]. Here the sex predictive percentage 
accuracy came out to be, 76.3% from discriminant func-
tion analysis (DFA) and 76.2% from binary logistic regres-
sion (BLR). Similarly, sex classification accuracy from ear 
measurements as obtained from DFA among Sudanese 
population came out to be in the range of 60.5-72% [36].

Wu et al. [37] extracted four distinct features of nose 
from images to distinguish between male and female 
nose by applying image processing methods. The gender 
classification accuracy reaches upto 77% with ‘curvature 
of nose wing’ as the best gender classification param-
eter as depicted by linear discriminant analysis (LDA) 
[37]. Adamu et al. [38] determined sex using linear facial 
dimensions and angles among Hausas population of 
Nigeria. The facial variables (upper facial height, special 
upper height I, nasal width, lower facial width, mouth 
width and orbital width) give sex accuracy percentage 
upto 91.1%.

Pelvic bone is the most sexually dimorphic bone in the 
human body with the highest sex prediction accuracy 
of 100% from Diagnose Sexuelle Probiliste method [39]. 
However, it’s not always necessary to get complete skel-
eton/innominate bone for identification and individual-
ization. Thus, forensic anthropologists have to consider 

Fig. 5  Feature importance plot specifying the most contributing features in dataset
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other bodily traits for sex inference. Sex prediction from 
ear and nose using the present approach received com-
parable accuracy and reliability with that obtained from 
crania (Thai- 74.47%; French- 86% by DFA) [40] and long 
bones (femur- 81.5-84.5% by linear discriminant analy-
sis) [41] (humerus-86.8% in Chinese; 92.4% in Japanese; 
97.1% in Thais) (tibia- 93.8-95% by DFA) [41–43].

Our study contributes to forensic investigations since 
sex determination plays a significant role in constructing 
the victim and suspect biological profiles. Moreover, the 
study can provide standards for facial reconstruction and 
rejuvenation, plastic surgeries, rhinoplasty.

Limitations of the study

1.	 Sex classification accuracy depends on the ML 
algorithms used, and different methods may yield 
varying results. In this study, Logistic Regression 
gives the highest accuracy. Therefore, different 
studies may yield different results.

2.	 As the study has been conducted on one particular 
population i.e. a North Indian population, the same 
results may not be valid for other populations. 
However, the novel methodology used in this 
study can be utilized by other researchers for facial 
reconstruction, plastic surgeries, ergonomics, etc.

3.	 While sex differences exist in ear and nose 
morphology, they are not always strong enough 

Fig. 6  Feature importance plot for all the features used in dataset
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for perfect sex classification. These parameters 
may be used as corroborative evidence in forensic 
examinations [44].

Conclusions and recommendations
The study has established the fact that individual’s facial 
features like ear and nose can be helpful in estimating sex 
from living beings. The logistic regression (LR) classifier 
emerged as the top-performing model in PyCaret library, 
achieving the highest scores of 86.75% for sex predic-
tion accuracy. Nasal breadth has been concluded as the 
most significant variable in accurate sex predictions, fol-
lowed by right physiognomic ear length. As the machine 
learning model provides reasonable accuracy and reli-
ability and the process is also time-saving, therefore, this 
can be used on large database from different populations 
for identification purposes. The study concludes that the 
novel approach for sex classification can be efficiently 
used in a variety of forensic examinations and crime 
scene investigation especially where there is a need for 
estimation of sex for personal identification. In the pur-
suit of achieving more accuracy and reliability, forensic 
researchers will continue to develop newer and better sex 
estimate procedures as well as reevaluate the ones that 
already exist. Thus, it has been suggested that such mod-
els can be used for establishing biological profiling from 
skeletal remains too.
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